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METHOD AND APPARATUS FOR PRE 
FETCHING AUDIO DATA 

RELATED APPLICATIONS 

This application is related to application Ser. No. 09/643, 
981, entitled “Method and Apparatus for Mixing Sound 
Signals”, the contents of Which are hereby incorporated by 
reference. 

FIELD OF THE INVENTION 

The present invention relates to a method and apparatus 
for pre-fetching data, and more particularly, to pre-fetching 
audio data for use by an audio signal processor. 

BACKGROUND AND SUMMARY OF THE 
INVENTION 

Many of us have seen ?lms containing remarkably real 
istic dinosaurs, aliens, animated toys and other fanciful 
creatures. Such animations are made possible by computer 
graphics. Using such techniques, a computer graphics artist 
can specify hoW each object should look and hoW it should 
change in appearance over time, and a computer then models 
the objects and displays them on a display such as your 
television or a computer screen. The computer takes care of 
performing the many tasks required to make sure that each 
part of the displayed image is colored and shaped just right 
based on the position and orientation of each object in a 
scene, the direction in Which light seems to strike each 
object, the surface texture of each object, and other factors. 

Because computer graphics generation is complex, 
computer-generated three-dimensional graphics just a feW 
years ago Were mostly limited to expensive specialiZed ?ight 
simulators, high-end graphics Workstations and supercom 
puters. The public saW some of the images generated by 
these computer systems in movies and expensive television 
advertisements, but most of us couldn’t actually interact 
With the computers doing the graphics generation. All this 
has changed With the availability of relatively inexpensive 
3D graphics platforms such as, for example, the Nintendo 
64® and various 3D graphics cards noW available for 
personal computers. It is noW possible to interact With 
exciting 3D animations and simulations on relatively inex 
pensive computer graphics systems in your home or of?ce. 

Interactive 3D computer graphics systems are often used 
to play video games. The “gaming experience” hoWever 
typically involves more than just video content. For 
example, almost all gaming experiences involve audio con 
tent that accompanies the video content. The audio sub 
system described herein enables sound emitters to be placed 
in three-dimensional space and provides a poWerful means 
of generating psycho-acoustic 3D sound effects With a pair 
of speakers. The audio subsystem includes an audio memory 
that is usable, for example, to store sound samples, instru 
ment Wave tables, audio tracks and the like read from a mass 
storage device such as a DVD. The samples, Wave tables, 
tracks, etc. are subsequently read out and processed by an 
audio digital signal processor to produce the game audio 
content. This content is transferred to a main memory from 
Where it is subsequently read out for supply to a decoder and 
output to speakers. The separate audio memory improves the 
access for the audio processing circuitry to audio data by 
avoiding the need to contend With other resources (e.g., the 
graphics subsystem) attempting to access the main system 
memory. 

AWavetable refers to a table of pre-recorded sound Waves 
(e.g., for an instrument such as a piano) stored in a memory. 
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2 
Typically, these sounds are stored as ?les in a particular 
format (e.g., WAV or Sound ?les may be played from 
beginning to end as shoWn in FIG. 12A or sound ?les may 
be provided With loop points so that they loop as speci?ed 
(possibly With envelope reduction) until stopped as shoWn in 
FIG. 12B. Providing loop points permits sound ?les to be 
smaller because portions of the ?les are replayed. HoWever, 
While permitting reduced sound ?le siZes, looping causes 
memory addressing problems because of the need to jump 
back to the loop point. Memory addressing generally is most 
ef?cient When the next address for data read out is obtained 
by incrementing the current address. HoWever, looping 
requires that address registers for addressing the memory in 
Which the sound ?les are stored be reset one or more times 
to the loop point. While incrementing address registers to 
read the data at the next ?le address can be performed 
quickly, resetting the registers takes a longer time and can 
result in a latency period betWeen the output of data at the 
last pre-loop-back address and the output of data at the 
loop-back address. This can result in interruptions in the 
audio output and adversely impact the player’s gaming 
experience. 

In accordance With one aspect of the present invention, 
the possibility of corrupted audio is minimiZed by pre 
fetching audio data. Because pre-fetched data is already 
present When the address registers are re-set, the audio 
digital signal processor can continue reading data during the 
latency period. In one example, an audio system includes a 
memory storing an audio ?le and an audio signal processor 
for processing the audio ?le. Addressing circuitry addresses 
the memory and a pre-fetch storage area stores data for a 
current address and for one or more folloWing addresses to 
hide memory access latency during address changes of the 
addressing circuitry. 

BRIEF DESCRIPTION OF THE DRAWINGS 

These and other features and advantages provided by the 
invention Will be better and more completely understood by 
referring to the folloWing detailed description of presently 
preferred embodiments in conjunction With the draWings, of 
Which: 

FIG. 1 is an overall vieW of an example interactive 
computer graphics system; 

FIG. 2 is a block diagram of the FIG. 1 example computer 
graphics system; 

FIG. 3 is a block diagram of the example graphics and 
audio processor shoWn in FIG. 2; 

FIG. 4 is a block diagram of the example 3D graphics 
processor shoWn in FIG. 3; 

FIG. 5 is an example logical ?oW diagram of the FIG. 4 
graphics and audio processor; 

FIG. 6 is a more detailed block diagram of audio DSP 156, 
audio memory interface 158 and audio interface and mixer 
160 shoWn in FIG. 3; 

FIG. 7 shoWs processing steps of audio DSP 156; 
FIG. 8 is a block diagram of accelerator 821; 

FIG. 9A is a detailed block diagram of audio memory 
controller 823; 

FIG. 9B is a detailed block diagram of audio memory 
DMA 825; 

FIGS. 10A and 10B illustrate data How and control ?oW, 
respectively, for reproducing sounds; 

FIGS. 11A and 11B shoW example alternative compatible 
implementations; and 
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FIG. 12A and 12B illustrate one-shot playback and looped 
playback, respectively. 

DETAILED DESCRIPTION OF EXAMPLE 
EMBODIMENTS OF THE INVENTION 

FIG. 1 shows an example interactive 3D computer graph 
ics system 50. System 50 can be used to play interactive 3D 
video games With interesting stereo sound. It can also be 
used for a variety of other applications. 

In this example, system 50 is capable of processing, 
interactively in real time, a digital representation or model of 
a three-dimensional World. System 50 can display some or 
all of the World from any arbitrary vieWpoint. For example, 
system 50 can interactively change the vieWpoint in 
response to real time inputs from handheld controllers 52a, 
52b or other input devices. This alloWs the game player to 
see the World through the eyes of someone Within or outside 
of the World. System 50 can be used for applications that do 
not require real time 3D interactive display (e.g., 2D display 
generation and/or non-interactive display), but the capability 
of displaying quality 3D images very quickly can be used to 
create very realistic and exciting game play or other graphi 
cal interactions. 

To play a video game or other application using system 
50, the user ?rst connects a main unit 54 to his or her color 
television set 56 or other display device by connecting a 
cable 58 betWeen the tWo. Main unit 54 produces both video 
signals and audio signals for controlling color television set 
56. The video signals are What controls the images displayed 
on the television screen 59, and the audio signals are played 
back as sound through television stereo loudspeakers 61L, 
61R. 

The user also needs to connect main unit 54 to a poWer 
source. This poWer source may be a conventional AC 

adapter (not shoWn) that plugs into a standard home elec 
trical Wall socket and converts the house current into a loWer 
DC voltage signal suitable for poWering the main unit 54. 
Batteries could be used in other implementations. 

The user may use hand controllers 52a, 52b to control 
main unit 54. Controls 60 can be used, for example, to 
specify the direction (up or doWn, left or right, closer or 
further aWay) that a character displayed on television 56 
should move Within a 3D World. Controls 60 also provide 
input for other applications (e.g., menu selection, pointer/ 
cursor control, etc.). Controllers 52 can take a variety of 
forms. In this example, controllers 52 shoWn each include 
controls 60 such as joysticks, push buttons and/or directional 
sWitches. Controllers 52 may be connected to main unit 54 
by cables or Wirelessly via electromagnetic (e.g., radio or 
infrared) Waves. 

To play an application such as a game, the user selects an 
appropriate storage medium 62 storing the video game or 
other application he or she Wants to play, and inserts that 
storage medium into a slot 64 in main unit 54. Storage 
medium 62 may, for example, be a specially encoded and/or 
encrypted optical and/or magnetic disk. The user may oper 
ate a poWer sWitch 66 to turn on main unit 54 and cause the 
main unit to begin running the video game or other appli 
cation based on the softWare stored in the storage medium 
62. The user may operate controllers 52 to provide inputs to 
main unit 54. For example, operating a control 60 may cause 
the game or other application to start. Moving other controls 
60 can cause animated characters to move in different 
directions or change the user’s point of vieW in a 3D World. 
Depending upon the particular softWare stored Within the 
storage medium 62, the various controls 60 on the controller 
52 can perform different functions at different times. 
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4 
Example Electronics of Overall System 

FIG. 2 shoWs a block diagram of example components of 
system 50. The primary components include: 

a main processor (CPU) 110, 
a main memory 112, and 
a graphics and audio processor 114. 
In this example, main processor 110 (e.g., an enhanced 

IBM PoWer PC 750) receives inputs from handheld control 
lers 52 (and/or other input devices) via graphics and audio 
processor 114. Main processor 110 interactively responds to 
user inputs, and executes a video game or other program 
supplied, for example, by external storage media 62 via a 
mass storage access device 106 such as an optical disk drive. 
As one example, in the context of video game play, main 
processor 110 can perform collision detection and animation 
processing in addition to a variety of interactive and control 
functions. 

In this example, main processor 110 generates 3D graph 
ics and audio commands and sends them to graphics and 
audio processor 114. The graphics and audio processor 114 
processes these commands to generate interesting visual 
images on display 59 and interesting stereo sound on stereo 
loudspeakers 61R, 61L or other suitable sound-generating 
devices. 
Example system 50 includes a video encoder 120 that 

receives image signals from graphics and audio processor 
114 and converts the image signals into analog and/or digital 
video signals suitable for display on a standard display 
device such as a computer monitor or home color television 
set 56. System 50 also includes an audio codec (compressor/ 
decompressor) 122 that compresses and decompresses digi 
tiZed audio signals and may also convert betWeen digital and 
analog audio signaling formats as needed. Audio codec 122 
can receive audio inputs via a buffer 124 and provide them 
to graphics and audio processor 114 for processing (e.g., 
mixing With other audio signals the processor generates 
and/or receives via a streaming audio output of mass storage 
access device 106). Graphics and audio processor 114 in this 
example can store audio related information in an audio 
memory 126 that is available for audio tasks. Graphics and 
audio processor 114 provides the resulting audio output 
signal to audio codec 122 for decompression and conversion 
to analog signals (e.g., via buffer ampli?ers 128L, 128R) so 
they can be reproduced by loudspeakers 61L, 61R. 

Graphics and audio processor 114 has the ability to 
communicate With various additional devices that may be 
present Within system 50. For example, a parallel digital bus 
130 may be used to communicate With mass storage access 
device 106 and/or other components. A serial peripheral bus 
132 may communicate With a variety of peripheral or other 
devices including, for example: 

a programmable read-only memory (PROM) and/or real 
time clock (RTC) 134, 

a modem 136 or other netWorking interface (Which may 
in turn connect system 50 to a telecommunications 
netWork 138 such as the Internet or other digital 
netWork from/to Which program instructions and/or 
data can be doWnloaded or uploaded), and 

a ?ash memory 140. 
A further external serial bus 142 may be used to communi 
cate With additional expansion memory 144 (e.g., a memory 
card) or other devices. Connectors may be used to connect 
various devices to busses 130, 132, 142. 

Example Graphics and Audio Processor 
FIG. 3 is a block diagram of an example graphics and 

audio processor 114. Graphics and audio processor 114 in 
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one example may be a single-chip ASIC (application spe 
ci?c integrated circuit). In this example, graphics and audio 
processor 114 includes: 

a processor interface 150, 

a memory interface/controller 152, 

a 3D graphics processor 154, 

an audio digital signal processor (DSP) 156, 
an audio memory interface 158, 

an audio interface and mixer 160, 

a peripheral controller 162, and 
a display controller 164. 
3D graphics processor 154 performs graphics processing 

tasks. Audio digital signal processor 156 performs audio 
processing tasks. Display controller 164 accesses image 
information from main memory 112 and provides it to video 
encoder 120 for display on display device 56. Audio inter 
face and mixer 160 interfaces With audio codec 122, and can 
also mix audio from different sources (e.g., streaming audio 
from mass storage access device 106, the output of audio 
DSP 156, and external audio input received via audio codec 
122). Processor interface 150 provides a data and control 
interface betWeen main processor 110 and graphics and 
audio processor 114. 
Memory interface 152 provides a data and control inter 

face betWeen graphics and audio processor 114 and memory 
112. In this example, main processor 110 accesses main 
memory 112 via processor interface 150 and memory inter 
face 152 that are part of graphics and audio processor 114. 
Peripheral controller 162 provides a data and control inter 
face betWeen graphics and audio processor 114 and the 
various peripherals mentioned above. Audio memory inter 
face 158 provides an interface With audio memory 126. 

Example Graphics Pipeline 
FIG. 4 shoWs a graphics processing system including a 

more detailed vieW of an exemplary FIG. 3 3D graphics 
processor 154. 3D graphics processor 154 includes, among 
other things, a command processor 200 and a 3D graphics 
pipeline 180. Main processor 110 communicates streams of 
data (e.g., graphics command streams and display lists) to 
command processor 200. Main processor 110 has a tWo 
level cache 115 to minimiZe memory latency, and also has 
a Write-gathering buffer 111 for uncached data streams 
targeted for the graphics and audio processor 114. The 
Write-gathering buffer 111 collects partial cache lines into 
full cache lines and sends the data out to the graphics and 
audio processor 114 one cache line at a time for maximum 
bus usage. 
Command processor 200 receives display commands 

from main processor 110 and parses them—obtaining any 
additional data necessary to process them from shared 
memory 112 via memory controller 152. The command 
processor 200 provides a stream of vertex commands to 
graphics pipeline 180 for 2D and/or 3D processing and 
rendering. Graphics pipeline 180 generates images based on 
these commands. The resulting image information may be 
transferred to main memory 112 for access by display 
controller/video interface unit 164—Which displays the 
frame buffer output of pipeline 180 on display 56. these 
commands. The resulting image information may be trans 
ferred to main memory 112 for access by display controller/ 
video interface unit 164—Which displays the frame buffer 
output of pipeline 180 on display 102. 

FIG. 5 is a block logical flow diagram portraying illus 
trative processing performed using graphics processor 154. 

6 
Main processor 110 may store graphics command streams 
210, display lists 212 and vertex arrays 214 in main memory 
112, and pass pointers to command processor 200 via bus 
interface 150. The main processor 110 stores graphics com 

5 mands in one more graphics ?rst-in-?rst-out (FIFO) buffers 
210 it allocates in main memory 110. The command pro 
cessor 200 fetches: 

command streams from main memory 112 via an on-chip 
FIFO memory buffer 216 that receives and buffers the 
graphics commands for synchronization/?ow control 
and load balancing, 

10 

display lists 212 from main memory 112 via an on-chip 
call FIFO memory buffer 218, and 

vertex attributes from the command stream and/or from 
vertex arrays 214 in main memory 112 via a vertex 
cache 220. 

Command processor 200 performs command processing 
operations 200a that convert attribute types to ?oating point 
format, and pass the resulting complete vertex polygon data 
to graphics pipeline 180 for rendering/rasteriZation. A pro 
grammable memory arbitration circuitry 130 (see FIG. 4) 
arbitrates access to shared main memory 112 betWeen graph 
ics pipeline 180, command processor 200 and display 
controller/video interface unit 164. 

FIG. 4 shoWs that graphics pipeline 180 may include: 
a transform unit 300, 

a setup/rasteriZer 400, 
a texture unit 500, 

a texture environment unit 600, and 

a pixel engine 700. 
Transform unit 300 performs a variety of 2D and 3D 

transform and other operations 300a (see FIG. 5). Transform 
unit 300 may include one or more matrix memories 300b for 
storing matrices used in transformation processing 300a. 
Transform unit 300 transforms incoming geometry per ver 
tex from object space to screen space; and transforms 
incoming texture coordinates and computes projective tex 
ture coordinates (300C). Transform unit 300 may also per 
form polygon clipping/culling 300d. Lighting processing 
3006 also performed by transform unit 300b provides per 
vertex lighting computations for up to eight independent 
lights in one example embodiment. Transform unit 300 can 
also perform texture coordinate generation (300C) for 
embossed type bump mapping effects, as Well as polygon 
clipping/culling operations (300a) 

Setup/rasteriZer 400 includes a setup unit Which receives 
vertex data from transform unit 300 and sends triangle setup 
information to one or more rasteriZer units (400b) perform 
ing edge rasteriZation, texture coordinate rasteriZation and 
color rasteriZation. 

Texture unit 500 (Which may include an on-chip texture 
memory (TMEM) 502) performs various tasks related to 
texturing including for example: 

retrieving textures 504 from main memory 112, 
texture processing (500a) including, for example, multi 

texture handling, post-cache texture decompression, 
texture ?ltering, embossing, shadoWs and lighting 
through the use of projective textures, and BLIT With 
alpha transparency and depth, 

bump map processing for computing texture coordinate 
displacements for bump mapping, pseudo texture and 
texture tiling effects (500b), and 

indirect texture processing (500c). 
Texture unit 500 outputs ?ltered texture values to the 

texture environment unit 600 for texture environment pro 
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cessing (600a). Texture environment unit 600 blends poly 
gon and texture color/alpha/depth, and can also perform 
texture fog processing (600b) to achieve inverse range based 
fog effects. Texture environment unit 600 can provide mul 
tiple stages to perform a variety of other interesting 
environment-related functions based for example on color/ 
alpha modulation, embossing, detail texturing, texture 
sWapping, clamping, and depth blending. 

Pixel engine 700 performs depth (Z) compare (700a) and 
pixel blending (700b). In this example, pixel engine 700 
stores data into an embedded (on-chip) frame buffer memory 
702. Graphics pipeline 180 may include one or more embed 
ded DRAM memories 702 to store frame buffer and/or 
texture information locally. Z compares 700a‘ can also be 
performed at an earlier stage in the graphics pipeline 180 
depending on the rendering mode currently in effect (e.g., Z 
compares can be performed earlier if alpha blending is not 
required). The pixel engine 700 includes a copy operation 
7006 that periodically Writes on-chip frame buffer 702 to 
memory portion 113 of main memory 112 for access by 
display/video interface unit 164. This copy operation 7006 
can also be used to copy embedded frame buffer 702 
contents to textures in the main memory 112 for dynamic 
texture synthesis effects. Anti-aliasing and other ?ltering can 
be performed during the copy-out operation. The frame 
buffer output of graphics pipeline 180 (Which is ultimately 
stored in main memory 112) is read each frame by display/ 
video interface unit 164. Display controller/video interface 
164 provides digital RGB pixel values for display on display 
56. 

Example Audio System 

Audio DSP 156 performs pitch modulation and the mix 
ing of voices and effects data. Audio DSP 156 is augmented 
by a large quantity (e.g., 16 MB or more) of audio memory 
126 (Auxiliary RAM—ARAM) Which may be used to store 
audio-related data such as audio samples. Audio is routed to 
speakers 61L and 61R via audio codec 122 Which includes 
a digital-to-analog converter. Streaming audio from mass 
storage device 62 provides an efficient method for repro 
ducing high-?delity audio during game runtime. 

FIG. 6 is a more detailed block diagram of audio DSP 156, 
audio memory interface 158 and audio interface and mixer 
160 shoWn in FIG. 3. A sample rate converter 801 samples 
streaming audio (Which may be from mass storage device 
62) at either 48 kHZ or 32 kHZ and L/R volume control 803 
controls the left- and right-channel volume levels of the 
sampled audio. The streaming audio bypasses main memory 
112 entirely, thereby conserving memory and processor 
bandWidth. In cases in Which audio data on mass storage 
device 62 is encoded, for example, in ADPCM format, mass 
storage access device 106 automatically decodes the 
ADPCM data into PCM samples (e.g., 16 bits) for supply to 
sample rate converter 801. 

ADMA (Direct Memory Access) channel 805 enables the 
transfer of data from an arbitrary location in main memory 
112 to FIFO buffer 807. Mixer 809 mixes the outputs of 
sample rate converter 801 and FIFO buffer 807 and the result 
is output to audio codec 122. The sampling rate of audio 
codec 122 is, for example, 48 kHZ and audio codec 122 may 
be a standard SigmaDelta codec for converting stereo, 16-bit 
PCM into an analog signal. 
DSP core 811 has a 100 MHZ instruction clock and uses 

16-bit data Words and addressing. DSP core 811 uses a Word 
(16-bit) addressable instruction memory 813 that includes a 
RAM area (e.g., 8 kbyte) and a ROM area (e.g., 8 kbyte) and 
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8 
a Word addressable data memory 815 that includes a RAM 
area (e.g., 8 kbyte) and a ROM area (e.g., 4 kbyte). A DSP 
DMA 819 is provided to transfer data from/to main memory 
112 to/from the DSP data/instruction RAM areas or from the 
DSP data/instruction ROM areas to main memory 112. 
There are tWo requestors of access to instruction memory 
813: DSP DMA 819 and DSP 811. The instruction RAM 
area can be read/Write by DSP DMA 819 and can only be 
read by DSP 811. The instruction ROM area can only be read 
by DSP 811. There are three requestors of access to data 
memory 815: DSP DMA 819, data bus 1 and data bus 2. 
Mail box registers 817 are provided for communication With 
the main processor 110. Mail box registers 817 may include 
a ?rst mail box register for communications from main 
processor 110 to DSP core 811 and a second mail box 
register for communications from DSP core 811 to main 
processor 110. Each register is, for example, 32-bits Wide. 
An accelerator 821 is usable instead of DSP core 811 to read 
from and Write to audio memory 126. A memory controller 
823 is provided for audio memory 126 and is operative, 
among other things, to arbitrate requests for audio memory 
access betWeen DSP core 811 and a dedicated DMA channel 
825 controlled by main processor 110 for data transactions 
betWeen audio memory 126 and main memory 112. 
Generally, data transactions betWeen audio memory 126 and 
DSP data memory 815 have priority over DMA channel 825. 
A decoder 827 decodes audio samples supplied thereto. 
Audio memory 126 is intended primarily for the storage of 
audio-related data and may comprise 16 MB of RAM 
(expandable up to a total of 48 MB). 

To help reduce audio data storage requirements, various 
compression and decompression schemes may be utiliZed. 
ADPCM refers to adaptive differential PCM. This scheme 
may be used to compress/decompress sounds generated by 
the audio subsystem described above and to compress/ 
decompress sounds on mass storage device 62. Various 
ADPCM algorithms exist and it is not necessary that the 
same algorithm be used for the sounds generated by the 
audio subsystem and the sounds on mass storage device 62. 
Decoder 827 provides runtime ADPCM decompression of 
sound data generated by the audio subsystem and mass 
storage access device 106 provides runtime ADPCM decom 
pression of sound data from mass storage device 62. An 8-bit 
PCM compression/decompression scheme may also be used 
for sound data generated by the audio subsystem. Thus, 
decoder 827 also provides runtime decompression of 8-bit 
PCM-compressed sound data. Of course, the mentioned 
compression/decompression schemes are provided by Way 
of illustration, not limitation. 

During system initialiZation, a runtime audio library is 
doWnloaded to audio DSP 156. This audio library is used by 
audio DSP 156 to process and mix voices in accordance With 
commands in a command list generated by main processor 
110. The command list is stored in main memory 112. Audio 
DSP 156 retrieves the commands from main memory 112 
and executes them in accordance With the runtime audio 
library doWnloaded thereto. 
The audio subsystem permits placing of sound emitters in 

three-dimensional space. This is achieved With the folloWing 
features: 
Volume and panning control 
Pitch modulation (for Doppler effect) 
Initial time delay (phase shift betWeen left and right 

channels) 
FIR ?lter (for HRTF and environmental effects) 
Together these features provide a poWerful means of 

generating psycho-acoustic three-dimensional sound effects 
With a pair of speakers. 
















